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Internet of Things (IoT) is heavily signal 
data 



Machine Learning -Definition 

• A major focus of machine learning research is 
to automatically learn to recognize complex 
patterns and make intelligent decisions based 
on data. 

• “The ability of a program to learn from 
experience—that is, to modify its execution on 
the basis of newly acquired information.” 

 



What is Clustering?  

• Clustering:is the assignment of a set of 
observations into subsets (called clusters) so that 
observations in the same cluster are similar in 
some sense. Clustering is a method of 
unsupervised learning, and a common technique 
for statistical data analysis used in many fields. 

 



▪ Classification is the task of learning a target function f that  maps attribute set x 

to one of the predefined class labels y 

Tid Refund Marital  

Status 

Taxable  

Income 

 

Cheat 

1 Yes Single 125K No 

2 No Married 100K No 

3 No Single 70K No 

4 Yes Married 120K No 

5 No Divorced 95K Yes 

6 No Married 60K No 

7 Yes Divorced 220K No 

8 No Single 85K Yes 

9 No Married 75K No 

10 No Single 90K Yes 
10 

One of the attributes is the class attribute  
In this case: Cheat 

 

Two class labels (or classes):Yes (1), No (0) 

What is Classification?  



Tid Refund Marital  

Status 

Taxable  

Income 

 

Cheat 

1 Yes Single 125K No 

2 No Married 100K No 

3 No Single 70K No 

4 Yes Married 120K No 

5 No Divorced 95K Yes 

6 No Married 60K No 

7 Yes Divorced 220K No 

8 No Single 85K Yes 

9 No Married 75K No 

10 No Single 90K Yes 
10 

Refund Marital  

Status 

Taxable  

Income 

 

Cheat 

No Married 80K ? 
10 

Tax-return data for year 2011 

A new tax return for 2012 
Is this a cheating tax return? 

An instance of the classification problem: learn a method for discriminating between  
records of different classes (cheaters vs non-cheaters) 



▪ The target function f is known as a  
classification model 

 
▪ Descriptive modeling: Explanatory tool to  

distinguish between objects of different  
classes (e.g., understand why people cheat on  
their taxes) 

 
▪ Predictive modeling: Predict a class of a  

previously unseen record 

Why Classification?  



Apply  

Model 

Deduction 

Learn  

Model 

Model 

Tid Attrib1 Attrib2 Attrib3 Class 

1 Yes Large 125K No 

2 No Medium 100K No 

3 No Small 70K No 

4 Yes Medium 120K No 

5 No Large 95K Yes 

6 No Medium 60K No 

7 Yes Large 220K No 

8 No Small 85K Yes 

9 No Medium 75K No 

10 No Small 90K Yes 

10 

Tid Attrib1 Attrib2 Attrib3 Class 

11 No Small 55K ? 

12 Yes Medium 80K ? 

13 Yes Large 110K ? 

14 No Small 95K ? 

15 No Large 67K ? 
10 

Test Set 

Learning  
algorithm 

 
 

Induction 

Training Set 

Illustrating Classification Task 



In classification, you first 'Learn' what goes with what and then you 'Apply' 
that knowledge to new examples. So if somebody gave us the first picture 
on the left, which is a plot of hair length (Y axis) against gender (on X axis) 

In this case, clustering algorithm has to "Infer" that you could 
create at least two groups of points.  



▪ Real data usually have thousands, or millions 
of  dimensions 

▪ E.g., web documents, where the 
dimensionality is the  vocabulary of words 

▪ Facebook graph, where the 
dimensionality is the  number of users 

▪ Huge number of dimensions causes problems 
▪ Data becomes very sparse, some algorithms 

become  meaningless (e.g. density based 
clustering) 

▪ The complexity of several algorithms 
depends on the  dimensionality and they 
become infeasible. 

The curse of dimensionality  



Dimensionality reduction 

• In machine learning and statistics, dimensionality 
reduction or dimension reduction is the process of 
reducing the number of random variables under 
consideration, via obtaining a set of "uncorrelated" 
principal variables.  

• Usually the data can be described with fewer  
dimensions, without losing much of the meaning  of 
the data. 

▪ Essentially, we assume that some of the data is  noise, 
and we can approximate the useful part  with a lower 
dimensionality space. 
▪ Dimensionality reduction does not just reduce the  

amount of data, it often brings out the useful part of  
the data 



What is Deep Learning? 

• it’s a computer algorithm that models high-
level abstractions in data with multiple layers 
of non-linear transformations. 







What problems can deep 

machine learning address? 
• Spam Detection 

• Credit Card Fraud Detection 

• Digit Recognition 

• Speech Understanding 

• Face Detection 

• Product Recommendation 

• Medical Diagnosis 

• Stock Trading 

• Customer Segmentation 

• Shape Detection 



Step 1: Great Algorithms + Fast 
Computers 

• Raw computing power can automate complex 
tasks! 

 



Step 2: More Data + Real-Time 
Processing 

• Automating automobiles into autonomous 
automata!  



Step 3: Big Data + In-Memory Clusters  
• Automating question answering and information retrieval!  

 

 

 

 

 

 

 

• Note: IBM Watson received the question in electronic 
written form, and was often able to (electronically) press 
the answer button faster than the competing humans. 



Step 4: Deep Learning 
• Deep Learning + Smart Algorithms = Master 

Gamer.  



Step 5: Improve Training Efficiency 
• New algorithm learns handwriting of unseen 

symbols from very few training examples (unlike 
typical Deep Learning). 

 



What ELSE can Deep Learning do? 
• Deep Learning can generate handwriting 



What ELSE can Deep Learning do? 

• Deep Learning can generate code, captions, 
language, etc. 

• Generated math proof: 



What ELSE can Deep Learning do? 

• Deep Learning can translate any language  



What ELSE can Deep Learning do? 
• Deep Learning can create masterpieces: Semantic 

Style Transfer 



Deep Learning Tools 



Deep Learning Tools 



Deep Learning Tools 



What is H2O? 
  Open source in-memory prediction engine Math Platform 

• Parallelized and distributed algorithms making the most use out of 
multithreaded systems 

• GLM, Random Forest, GBM, PCA, etc. 

  Easy to use and adopt API 

• Written in Java – perfect for Java Programmers 

• REST API (JSON) – drives H2O from R, Python, Java, Scala, Excel, Tableau 

  More data? Or better models? BOTH Big Data 

• Use all of your data – model without down sampling 

• Run a simple GLM or a more complex GBM to find the best fit for the data 

• More Data + Better Models = Better Predictions 



H2O Platform Overview 

• Distributed implementations of cutting edge 
ML algorithms. 

• Core algorithms written in high performance 
Java. 

• APIs available in R, Python, Scala, REST/JSON. 

• Interactive Web GUI. 



H2O Platform Overview 

• Write code in high-level language like R (or use 
the web GUI) and output production-ready 
models in Java. 

• To scale, just add nodes to your H2O cluster. 

• Works with Hadoop, Spark and your laptop. 



H2O Production Analytics Workflow 

HDFS 

S3 

NFS 

Distributed 
In-Memory 

Load Data 

Loss-less 
Compression 

H2O Compute Engine 

Production Scoring Environment 

Exploratory & 
Descriptive 

Analysis 

Feature 
Engineering & 

Selection 

Supervised & 
Unsupervised 

Modeling 

Model 
Evaluation & 

Selection 

Predict 

Data & Model 
Storage 

Model Export: 
Plain Old Java Object 

 

Your 
Imagination 

Data Prep Export: 
Plain Old Java Object 

 

Local 

https://www.youtube.com/v/UGW3cT_cZLc&autoplay=1


Ensembles 

Deep Neural Networks 

Algorithms on H2O 

• Generalized Linear Models with 

Regularization: Binomial, Gaussian, Gamma, 

Poisson and Tweedie 

• Naïve Bayes  

• Distributed Random Forest: Classification or 

regression models 

• Gradient Boosting Machine: Produces an 

ensemble of decision trees with increasing 

refined approximations 

• Deep learning: Create multi-layer feed 

forward neural networks starting with an input 

layer followed by multiple layers of nonlinear 

transformations 

Supervised Learning 

Statistical Analysis 



Dimensionality Reduction 

Anomaly Detection 

Algorithms on H2O 

• K-means: Partitions observations into k 

clusters/groups of the same spatial size 

• Principal Component Analysis: Linearly 

transforms correlated variables to independent 

components 

• Generalized Low Rank Models*: extend the 

idea of PCA to handle arbitrary data consisting 

of numerical, Boolean, categorical, and missing 

data 

• Autoencoders: Find outliers using a nonlinear 

dimensionality reduction using deep learning 

Unsupervised Learning 

Clustering 



JavaScript R Python Excel/Tableau 

Network 

Rapids  Expression Evaluation Engine Scala 
Customer 

Algorithm 

Customer 

Algorithm 
Parse 

GLM 

GBM 

RF 

Deep Learning 

K-Means 

PCA 

In-H2O Prediction 

Engine 

H2O Software Stack 

Fluid Vector Frame 

Distributed K/V Store 

Non-blocking Hash Map 

Job 

MRTask 

Fork/Join 

Flow 

Customer Algorithm 

Spark Hadoop Standalone H2O 



 
Distributed Key  

Value Store 

 

H2O Frame 

H2O Components 

• Multi-node cluster with shared memory model. 

• All computations in memory. 

• Each node sees only some rows of the data. 

• No limit on cluster size. 

• Objects in the H2O cluster such as data frames,  

models and results are all referenced by key. 

• Any node in the cluster can access any object in  

the cluster by key. 

• Distributed data frames (collection of vectors). 

• Columns are distributed (across nodes) arrays. 

• Each node must be able to see the entire dataset  

(achieved using HDFS, S3, or multiple copies of  

the data if it is a CSV file). 

 
 

H2O Cluster 



 

Key’s Home Node 

Distributed K/V Store 

• The H2O K/V Store is a classic peer-to-peer  

distributed hash table. 

• There is no “name-node” nor central key  

dictionary. 

• Each key has a home-node, but the homes are  

picked pseudo-randomly per-key. 

• This allows us to force keys to “home” to different  

nodes (usually for load-balance reasons). 

• A key's “home” is solely responsible for breaking  

ties in racing writes and is the “source of truth.” 

• Keys can be cached anywhere, and both reads &  

writes can be cached (although a write is not  

complete until it reaches “home”.) 

 
 

Peer-to-Peer 

 

Pseudo-Random Hash 



 

Data Shape 

Data in H2O 

• We read data fully parallelized from: HDFS, NFS,  

Amazon S3, URLs, URIs, CSV, SVMLight. 

• Data is highly compressed (about 2-4 times  

smaller than gzip). 

• Memory bound, not CPU bound. 

• If data accessed linearly, as fast as C or Fortran. 

• Speed = data volume / memory bandwidth 

• ~50GB / sec (varies by hardware). 

• Table width: <1k fast, <10k works, <100k slow 

• Table length: Limited only by memory 

 
 

Highly Compressed 

 

Speed 



H2O and R 



What is R? 

• The R statistical programming language is a free open 
source package based on the S language developed by 
Bell Labs.   

• The language is very powerful for writing programs. 

• Many statistical functions are already built in. It includes 
routines for data summary and exploration, graphical 
presentation and data modelling.  

• Contributed packages expand the functionality to cutting 
edge research. 

• Since it is a programming language, generating computer 
code to complete tasks is required.   

 



How to download? 

– Google it using R or CRAN  

(Comprehensive R Archive Network) 

– http://www.r-project.org 

 



Getting Started 

• The R GUI? 

 



Getting Started 

• Opening a script. 

• This gives you a script window. 

 



R Overview 
You can enter commands one at a time at the 

command prompt (>) or run a set of commands 
from a source file.  

There is a wide variety of data types, including 
vectors (numerical, character, logical), matrices, 
dataframes, and lists.  

To quit R, use  

>q() 



R Overview 

• Basic assignment and operations. 

• Arithmetic Operations: 

– +, -, *, /, ^ are the standard arithmetic operators. 

• Matrix Arithmetic. 

– * is element wise multiplication 

– %*% is matrix multiplication 

• Assignment 

– To assign a value to a variable use “<-” 

 



R Overview 

• If you know which function you want help with 
simply use ?functionname  

• At any time we can list the objects which we have 
created: ls()  

• More commonly a function will operate on an 
object, for example : sqrt(16) 

• Vectors can be created in R in a number of ways. 
We can describe all of the elements: z<-c(5,9,1,0) 



R Overview 

• Objects can be removed from the current 
workspace with the rm function: 

• rm(z)  

• Sequences can be generated as follows: x<-1:10  

• while more general sequences can be generated 
using the seq command. For example:  

• seq(1,9,by=2) or seq(8,20,length=6)  



Matrices 
• Matrices can be created in R in a variety of ways. Perhaps the 

simplest is to create the columns and then glue them together 
with the command cbind. 

• > x<-c(5,7,9) 
• > y<-c(6,3,4) 
• > z<-cbind(x,y) 
• > z 
• The dimension of a matrix can be checked with the dim 

command: 
• > dim(z) 
• Matrices can also be built by explicit construction via the 

function matrix. For example, 
• z<-matrix(c(5,7,9,6,3,4),nrow=3) 
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R Workspace 

Objects that you create during an R session are 
hold in memory, the collection of objects that 
you currently have is called the workspace. 
This workspace is not saved on disk unless 
you tell R to do so. This means that your 
objects are lost when you close R and not 
save the objects, or worse when R or your 
system crashes on you during a session. 



Applied Statistical Computing and Graphics 49 

R Workspace 

# save your command history  
savehistory(file="myfile") # default is ".Rhistory"  

# recall your command history  
loadhistory(file="myfile") # default is ".Rhistory“ 



Applied Statistical Computing and Graphics 50 

R Datasets 

R comes with a number of sample datasets that 
you can experiment with. Type  

> data( ) 

 to see the available datasets. The results will 
depend on which packages you have loaded. 
Type  

help(datasetname)  

for details on a sample dataset.  

http://www.statmethods.net/interface/packages.html


51 

R Packages 

– When you download R, already a number (around 30) 
of packages are downloaded as well. To use a function 
in an R package, that package has to be attached to 
the system. When you start R not all of the 
downloaded packages are attached, only seven 
packages are attached to the system by default. You 
can use the function search to see a list of packages 
that are currently attached to the system, this list is 
also called the search path. 

> search() 
[1] ".GlobalEnv" "package:stats" "package:graphics" 
[4] "package:grDevices" "package:datasets" "package:utils" 
[7] "package:methods" "Autoloads" "package:base" 
 



 

Design 

“h2o” R package on CRAN 

• The only requirement to run the “h2o” R package  

is R >=3.1.0 and Java 7 or later. 

• Tested on many versions of Linux, OS X and  

Windows. 

• The easiest way to install the “h2o” R package is  

to install directly from CRAN. 

• Latest version: http://h2o.ai/download 

• No computation is ever performed in R. 

• All computations are performed (in highly  

optimized Java code) in the H2O cluster and  

initiated by REST calls from R. 

 
 

Requirements 

 
 

Installation 

http://h2o.ai/download


H2O Flow Interface 

 



Start H2O Cluster from R 



H2O in R: Load Data 

R code example:  Load data 



Reading Data from HDFS into H2O with R 

H2O 

H2O 

H2O 

data.csv 

HTTP REST API 

request to H2O 

has HDFS path 

H2O Cluster Initiate 

distributed ingest 

HDFS 
Request data 

from HDFS 

STEP 2 

2.2 

2.3 

2.4 

R 

h2o.importFile() 

2.1 

R function call 



Reading Data from HDFS into H2O with R 

H2O 

H2O 

H2O 

R 

HDFS 

STEP 3 

Cluster IP 

Cluster Port 

Pointer to Data 

Return pointer 

to data in REST 

API JSON 

Response 

HDFS provides 

data 

3.3 

3.4 

3.1 h2o_df object 

created in R 

data.csv 

h2o_df 
H2O 

Frame 

3.2 

Distributed H2O 

Frame in DKV 

H2O Cluster 



R Script Starting H2O GLM 

HTTP 

 REST/JSON 

.h2o.startModelJob() 

POST /3/ModelBuilders/glm 

h2o.glm() 

 R script 

 Standard R process 

TCP/IP 

HTTP 

 REST/JSON 

   /3/ModelBuilders/glm endpoint 

 Job 

GLM algorithm 

GLM tasks 

 Fork/Join 
framework 

K/V store 
framework 

 H2O process 

Network layer 

REST layer 

H2O - algos 

 H2O - core 

User process 

 H2O process 

Legend 



R Script Retrieving H2O GLM Result 

HTTP 

 REST/JSON 

 h2o.getModel() 

GET /3/Models/glm_model_id 

h2o.glm() 

 R script 

 Standard R process 

TCP/IP 

HTTP 

 REST/JSON 

   /3/Models endpoint 

 Fork/Join 
framework 

K/V store 
framework 

 H2O process 

Network layer 

REST layer 

H2O - algos 

 H2O - core 

User process 

 H2O process 

Legend 



H2O Demo! 



Thank You 

 

 

 


